
Over the past few decades, evidence 
synthesis has greatly increased the 
effectiveness of medicine and other 
fields. The process of systemati-
cally combining findings from mul-

tiple studies into comprehensive reviews 
helps researchers and policymakers to draw 
insights from the global literature1. AI prom-
ises to speed up parts of the process, includ-
ing searching and filtering. It could also help 
researchers to detect problematic papers2. But 
in our view, other potential uses of AI mean 
that many of the approaches being developed 
won’t be sufficient to ensure that evidence syn-
theses remain reliable and responsive. In fact, 
we are concerned that the deployment of AI  to 
generate fake papers presents an existential 
crisis for the field.

What’s needed is a radically different 

approach — one that can respond to the updating 
and retracting of papers over time.

We propose a network of continually 
updated evidence databases, hosted by 
diverse institutions as ‘living’ collections. AI 
could be used to help build the databases. And 
each database would hold findings relevant to 
a broad theme or subject, providing a resource 
for an unlimited number of ultra-rapid and 
robust individual reviews.

Adding fuel to the fire
Currently, the gold standard for evidence 
synthesis is the systematic review. These 
are comprehensive, rigorous, transparent 
and objective, and aim to include as much 
relevant high-quality evidence as possible. 
They also use the best methods available 
for reducing bias. In part, this is achieved 
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by getting multiple reviewers to screen the 
studies; declaring whatever criteria, data-
bases, search terms and so on are used; and 
detailing any conflicts of interest or potential 
cognitive biases.

Yet these reviews require considera-
ble resources. Some studies suggest that 
Cochrane reviews — systematic reviews of 
specific topics in health care and health policy 
that meet internationally recognized criteria 
for the highest standards in evidence-based 
health care — generally cost more than 
US$140,000 and take more than two years to 
complete3,4.

It is becoming ever harder for review 
authors to keep up with the rapidly expand-
ing number of papers. The scientific literature 
is estimated5 to have doubled every 14 years 
since 1952.

Because each reviewer tends to have 
access to different publications, and because 
databases are continually updated, system-
atic reviews are plagued by reproducibility 
issues. A study published last year concludes 
that only 1% of reviews report a search strat-
egy that is fully reproducible6. Furthermore, 
many systematic reviews unwittingly cite pub-
lications that have been retracted, including 
those removed from the literature because of 
methodological or ethical issues and fraud7.

We agree that AI could be part of the solution 
to these problems. It could help investigators 
to conduct reviews more comprehensively 
and more efficiently — by filtering many more 
papers, say, or by assessing the entire content 
of papers instead of just the title and abstract, 
as human reviewers tend to do as a first step. 
But one aspect seems to be underappreciated: 
the degree to which AI — particularly large 
language models (LLMs) — could exacerbate 
some of the problems.

At this point, little is known about how many 
scientific papers generated entirely by AI are 
being published. As announced in March, a 
scientific paper8 generated by AI Scientist (an 
AI tool developed by the company Sakana AI 
in Tokyo and its collaborators) passed peer 
review for inclusion in a workshop at a key AI 
meeting. The reviewers did not detect that 
an AI model had formulated the hypotheses, 
designed and run experiments, analysed the 
results, generated the figures and produced 
the manuscript.

And a preprint posted on arXiv estimates 
that at least 10% of all PubMed abstracts pub-
lished in 2024 were written with the help of 
LLMs, on the basis that an abrupt increase in 
the frequency of certain words coincided with 
widespread access to LLMs9. That proportion 
has almost certainly gone up since.

Even if LLMs are used widely, it is difficult 
to separate cases in which they have been 
deployed to fabricate papers from those 
in which authors are simply using them to 
improve their writing10. Yet generative AI is 

likely to make the production of fake manu-
scripts easier, irrespective of whether those 
who use LLMs maliciously do so to further 
their careers, to manipulate the conclusions 
of evidence syntheses because of a specific 
commercial or policy objective or simply to be 
disruptive. The use of multiple LLMs will also 
make it more difficult for humans to detect 
textual fingerprints associated with one par-
ticular model.

In other words, the use of generative AI is 
likely to supercharge the already growing 
problem of paper mills — businesses that sell 
fake work and authorships to researchers seek-
ing journal publications to boost their careers. 
It could even replace the paper-mill market, 
given that fake papers can now be generated 
in minutes for free.

What to do?
The Campbell Collaboration (a group of 
researchers and policymakers dedicated to 
generating evidence syntheses for economic 
and social policy decisions) and Cochrane 
already provide guidance on how to iden-
tify studies that have raised concerns or that 
have been retracted11. This includes checking 
studies against the Retraction Watch data-
base, which lists retractions gathered from 

publisher websites, and using the CENTRAL 
database, a repository for clinical-trial reports 
that flags retracted studies11. Cochrane guid-
ance also states that the authors of published 
reviews containing retracted studies should 
recalculate all results and, while doing so, flag 
the review with an editorial note or withdraw it 
and then publish the updated version11.

Even now, this kind of reanalysis often fails 
to happen, presumably because the original 
review authors have limited resources and lit-
tle incentive. In one assessment of systematic 
reviews of pharmaceutical compounds tested 
in clinical trials, retracted papers continued to 
be cited in 89% of the reviews one year after 
the review authors had been notified of the 
retraction7. With the ever-increasing produc-
tion of both legitimate and spurious scientific 
literature, researchers’ ability to maintain an 
accurate picture of what the data show is likely 
to be outstripped (see ‘More papers, more 
retractions’).

So, what system might enable the continual 
and rapid removal — at scale — of fraudulent 
or otherwise problematic papers from data-
bases?

Although not developed with this goal in 
mind, our work on the Conservation Evidence 
project — an information resource hosted by 
the University of Cambridge, UK, to support 
decisions about how to maintain and restore 
global biodiversity — has convinced us that a 
network of AI-enabled, continually updated 
evidence databases is one possible solution.

As part of this project, all of the authors 
of this article have been involved in devel-
oping subject-wide evidence synthesis. The 
aim here is to identify literature containing 
information that is relevant to a broad theme. 
For the Conservation Evidence project, this is 
the effectiveness of management actions for 
biodiversity conservation.

After trawling the literature that presents 
evidence of an impact (or not) of a manage-
ment action on some species or habitat, each 
paper is assessed and the outcome extracted. 
Newly published literature is scanned and 
filtered at least once each year, and the data-
base is periodically updated. So far, more than 
1.2 million papers written in 17 languages have 
been screened.

In an extension of this resource, called 
Metadataset, we have begun to extract 
the quantitative effect sizes of manage-
ment-action impacts from the Conservation 
Evidence database so that users can conduct 
their own meta-analyses10. So far, we have 
pulled out all of the quantitative data users 
would need to do meta-analyses for inva-
sive species. These data can be filtered and 
reanalysed depending on whether the user is 
interested in a particular species, a particular 
country or whatever else.

This kind of data set eliminates the need 
for the available literature to be amassed 
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and assessed from scratch for every research 
question that requires a systematic review. 
Thanks to Metadataset, when policymakers in 
China asked us in 2023 for information about 
the effectiveness of management strategies 
for the invasive grass Spartina alterniflora, 
we were able to send them the results of key 
meta-analyses within two hours.

An oracle for science
We propose that, with the help of AI, a global 
network of living evidence databases — build-
ing on our prototype — could continually cap-
ture new studies and metadata from whichever 
sources are available to the institutions that 
host the databases (see ‘Making data more 
accessible’). High-quality systematic reviews, 
as well as those that are less comprehensive 
but faster to produce, could then be under-
taken as needed, with humans kept in the 
loop to check that AI-mediated identifica-
tion and filtering of papers is appropriate and 
sufficiently accurate.

Automated systems, and especially human 
users, could flag evidence gaps, errors in 
papers — including those that have not yet 
been corrected — and retracted studies. Each 
review could be associated with a unique 
identifier, signalling the state of the database 
when the review was conducted. This should 
enhance reproducibility and enable research-
ers and policymakers to determine whether 
papers in the review have been retracted since 
the initial search.

Mirroring databases across diverse institu-
tions globally would ensure that institutional 
or political decisions or technical issues would 
not block researchers’ access to them. Also, 
statistical confidence levels could be assigned 

to every decision or step in the process — espe-
cially those mediated by AI — and then tracked. 
This would enable researchers to identify and 
declare uncertainties, for instance, in cases in 
which answers are needed fast.

We estimate that building the Conserva-
tion Evidence database cost around $8 mil-
lion over two decades. But our trials over the 
past 18 months suggest that AI could drasti-
cally reduce this upfront cost and enable the 
establishment of living evidence databases in 
all sorts of ways.

AI could assess whether papers meet the 
inclusion criteria and expedite the transfer 
of key data and metadata from the papers 
into tables. It could monitor the literature for 
new relevant studies and remove retracted 
papers from databases. It might even be able 
to identify fraudulent papers that have not 
yet been retracted. Also, multilingual LLMs 

mean that papers in multiple languages could 
be assessed and screened. (About 35% of bio-
diversity papers are not written in English, 
but few non-English papers are included in 
systematic reviews11.)

Fresh challenges could arise with the 
approach we are suggesting, including repro-
ducibility, given the rate at which developers 
update AI models. But individual systematic 
reviews, even those conducted faster and more 
efficiently using AI, will always be constrained 

by the fact that they are based on narrow ques-
tions and written and maintained by a hand-
ful of authors12. In the longer term, we do not 
see how this approach can deliver the kind of 
ultra-fast, high-quality but flexible evidence 
synthesis that is now possible — and that deci-
sion-makers desire.

Conversely, a network of rigorous, transpar-
ent and dynamic evidence databases could pro-
vide an oracle that accumulates policy-relevant 
scientific knowledge. This goal is ever more 
important in a world increasingly awash with 
misinformation and misconceptions.
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Whoever builds the ‘living’ evidence 
databases we are proposing will need 
access to the full text of scientific papers 
to enable effective and robust evidence 
synthesis.

Some of the literature is available through 
projects such as the OpenAlex catalogue of 
scholarly research. But most is still closed 
access13.

In developing the Conservation Evidence 
database at the University of Cambridge, 
UK, we have been able to access the full 
texts of closed-access papers and download 
them in bulk thanks to various negotiations 
between librarians at the university and 
publishers. But this approach is expensive 

and time-consuming. Also, because the 
computing infrastructure used by publishers 
is not designed for this level of access, we 
have encountered endless engineering 
challenges.

To ensure that high-quality information 
from closed-access literature or other 
proprietary data sources is fed into evidence 
databases, publishers and data holders need 
to ensure that their publications and data 
are accessible through standardized formats 
and application programming interfaces.

A universal system would be a win–win: 
one that enables content to meet copyright 
agreements while maximizing the impact 
of that content in the field and in decision-
making.

Making data  
more accessible

“The use of generative  
AI is likely to supercharge  
the already growing  
problem of paper mills.”
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