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ABSTRACT
Modern datacenters run diverse workloads that increasingly
comprise data-parallel computational jobs. There has been a
steady rise in their demand leading to high-volume traffic.
To meet these demands, datacenter providers operate their
clusters at levels of high utilization. We show that under such
conditions, existing schedulers impose large wait times on
tail tasks, leading to long job completion time. We propose a
new decentralized scheduler, Murmuration, that reduces the
total wait time of tasks. It employs multiple communicating
schedulers to schedule tasks of jobs such that their start
times are as close together as possible, ensuring small tail
task completion time and better average job completion time.
Our evaluation of Murmuration using publicly available

workloads on a real-world cluster shows 15% — 25% faster
job completion time than that of the default Kubernetes
scheduler for different arrival characteristics. We show that
Murmuration scales to incoming workloads by scheduling
more than a million tasks in a matter of minutes. We further
enhance the design of Murmuration by incorporate queue re-
ordering techniques to order the scheduling and execution
of jobs and tasks. Simulations evaluated on two industry
workloads show that with queue re-ordering, Murmuration
outperforms other schedulers with a 100× better median job
completion time than that of current schedulers.

CCS CONCEPTS
• Applied computing → Data centers; • Computer sys-
tems organization → Cloud computing; Distributed
architectures.
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1 INTRODUCTION
Datacenters deliver cost-effective infrastructure to serve
the needs of user applications. These applications comprise
one or more jobs that, in turn, comprise one or more tasks.
Schedulers allocate resources to tasks, aiming to achieve one
or more goals like cluster utilization [4, 29, 73] and user-
perceived service quality [17]. As the number of applications
hosted in datacenters rises [5, 8, 62, 66], ensuring the avail-
ability of sufficient resources while being profitable becomes
crucial [53, 73]. To this end, service providers operate data-
centers in a region of high load [9, 40].

However, there are times when available resources lag be-
hind increased user demands, such as short spikes in requests
that cause temporary overload. It is hard to plan for such
spikes since the mid- to long-term capacity of datacenters
is predicted based on models that rely on past demand and
supply patterns [6, 11, 56]. Often such predictions are rid-
den with inaccuracies leading to insufficient capacities [56].
Moreover, future demand patterns do not always mimic past
trends, as with unforeseen global events like pandemics. Dat-
acenters are also prone to pockets of high load on a small
number of machines due to unexpected bursts in requests,
network partitions, firmware bugs, over-subscription of re-
sources and incorrect load balancing [55, 80]. Finally, not
every datacenter is a hyperscaler, which are operated with
spare idle resources [11]. Overload is a possibility in small-
to medium-sized datacenters where resources are limited
and temporary bursts can saturate clusters.

When faced with such increased demand on available re-
sources providers may choose to temporarily drop traffic,
eliminate low-priority batch load or enter degraded modes of
operation [11, 30, 52, 56]. However, these measures directly
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affect the quality of service perceived by users. Alternately,
the approach we follow in this paper is to allow all outstand-
ing requests to run to completion when queuing delays are
tolerable. We demonstrate that in such busy clusters these
requests take longer than required to complete using current
scheduling approaches (§2). This is due to large variability
in completion time of tasks that comprise these jobs.
Workloads increasingly comprise data processing frame-

works that have thousands of tasks per job (fanout) [3, 16,
18, 67, 69]. It is well-studied that as fanout increases jobs
become vulnerable to large completion time due to vari-
ability in task execution time [2, 4, 17, 78]. The inherently
bursty nature of incoming requests leads to a build up of task
queues on resources [17, 61] especially as cluster utilization
increases [23, 37, 51, 61], leading to increased variation in
execution time of tasks. In this work, we demonstrate that
in the context of highly utilized datacenters schedulers aggra-
vate variability in task completion time in high fanout jobs,
leading to a further increase in completion time of jobs.

While cluster schedulers have been extensively studied, to
the best of our knowledge, we are the first to quantitatively
analyze job tail latency in the context of highly utilized clus-
ters and bursty workloads, which presents significant design
and implementation challenges. In particular, we make the
following contributions. First, we show that current sched-
uling approaches contribute towards long job completion
time due to long completion time of tail tasks, i.e., the task
which finish the last among all tasks of a job. We present
an analysis of tail task latency in highly utilized clusters un-
der both centralized and distributed scheduling paradigms.
We use Kubernetes which is a state-of-the-art container or-
chestration platform with a centralized scheduler [49], and
Sparrow which is a distributed scheduler designed to sched-
ule short tasks fast [59]. We show that under high load, large
job completion time in Kubernetes is attributed to long tail
task completion time, while in Sparrow it is attributed to
long average task completion time (§2).
Second, based on our observations, we propose a new

scheduling approach, Murmuration, that reduces tail task
latency in highly utilized clusters by employing job-aware
scheduling (§3). Our key insight is to schedule for tempo-
ral proximity in the execution start time of tasks of a job.
Murmuration is a decentralized scheduler, defined as one in
which multiple scheduler instances communicate placement
information with each other to take independent schedul-
ing decisions. This ensures scalability in handling incoming
job requests (§4). In Murmuration, schedulers communicate
placement information to build local cluster state. They use
this information to place tasks of a job on nodes such that
these tasks start execution at around the same time and as
soon as possible, subject to the current state of the system.

This leads to smaller tail task latency as compared to existing
schedulers.

Third, we evaluate our implementation (§5) of Murmura-
tion on Kubernetes (§6) using publicly available workloads
on 50 node clusters. Murmuration shows 15 — 25% smaller
median job completion time over the default Kubernetes
scheduler, while exhibiting a small scheduling time for tasks.
We also simulate large clusters with thousands of machines
where Murmuration, implemented with queue re-ordering,
shows a median job completion time that is 100× better than
that of current schedulers when evaluated on two industry
workloads. We contextualize our findings to reflect on the
implications of our work to job scheduling (§7).

2 MOTIVATION
We first examine how current scheduling approaches affect
job completion time when most resources are busy in a data-
center. Under such conditions, when a burst of jobs arrives,
it is a challenge for schedulers to find free resources quickly
enough for jobs to finish fast. We consider jobs that consist of
independent tasks that can be executed in parallel [13], like
data-parallel computational frameworks, machine learning
application [3, 16, 18, 67–69] and HPC workloads which are
increasingly moving to the cloud [7, 10]. We assume that
tasks of a job are all ready for scheduling at around the same
time, i.e., at job creation time. The design also handles tasks
re-created following failure scenarios (§4.2). The focus of
this work is on highly loaded clusters that regularly face
sharp bursts of incoming jobs but have enough resources to
eventually execute all jobs. We do not target latency-critical
or long-running applications, rather workloads which are
tolerant of queuing delays.
We first model the major steps that tasks go through be-

tween submission and completion (§2.1). We describe the
workloads used in this work (§2.2) followed by a study of
modern schedulers in relation to this model. For central-
ized schedulers (§2.3), we identify that the time spent at
the scheduler can significantly increase job completion time.
We show that the problem of long scheduling time is tack-
led by distributed schedulers (§2.4) which schedule tasks
quickly, but their limited view of cluster resources makes
their placements sub-optimal under high load as compared
to centralized schedulers [29, 79].

2.1 End-to-End Task Timeline
We define task completion time (𝑇𝐶𝑇 ) as the time interval
between when a task is ready for scheduling and its comple-
tion. A job completes when the last of its tasks finishes, so a
job’s completion time (𝐽𝐶𝑇 ) is the maximum 𝑇𝐶𝑇 among all
its tasks [29]. Tail tasks are tasks that finish the last among
all tasks of a job. Since 𝐽𝐶𝑇 is the maximum 𝑇𝐶𝑇 among all
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Figure 1: Task Lifecycle.

of its tasks, 𝐽𝐶𝑇 is defined by the tail 𝑇𝐶𝑇 , that is, for task 𝑡
and job 𝑗 ,

𝐽𝐶𝑇𝑗 = max
𝑡 ∈ 𝑗

{𝑇𝐶𝑇𝑡 } (1)

Figure 1 shows how𝑇𝐶𝑇 can be roughly divided into four
non-overlapping time periods:wait time to be scheduled (𝑤2𝑠),
scheduling time (𝑠), wait time to execute (𝑤2𝑥) and execution
time (𝑥). We use these timings, explained below, to study and
compare different schedulers.
When a task first arrives for scheduling, it is placed in a

scheduler’s queue. 𝑤2𝑠 refers to the time a task spends in
this queue waiting to be scheduled. Scheduling time (𝑠) is
the time a scheduler spends trying to find a suitable node for
the task to run on. If a node is found, the task is sent to the
designated node for execution. If no such node is found the
task is put back into the queue to be selected for scheduling
at a later time. 𝑤2𝑠 and 𝑠 can repeat multiple times until a
node is found for a task. We use the term task scheduler time
(𝑇𝑆𝑇 ) to refer to the total time a task spends at the scheduler
until a suitable node is found and includes all the times a
task spends in𝑤2𝑠 and 𝑠 .
After a task is assigned to a node for execution, it could

spend time waiting to be executed at the designated node
(𝑤2𝑥 ). This is the time a task spends at theworker-side queues,
if these exist [8, 59, 63]. However, when a scheduler does
not support worker-side queues [29, 72], then𝑤2𝑠 is practi-
cally zero as these schedulers find nodes with enough free
resources for immediate task execution. Execution time 𝑥 is
the total time spent executing a task. So,𝑇𝐶𝑇 = 𝑇𝑆𝑇 +𝑤2𝑥+𝑥 .
Table 1 summarizes the notations used to describe a task’s
lifecycle.

We examine how the various times identified during task
processing affect 𝐽𝐶𝑇 in different scheduling approaches.

Table 1: Notations used to describe task lifecycle.

Notation Description
w2s wait time to be scheduled
s scheduling time

w2x wait time to execute
x execution time

TST Task Scheduler Time
TCT Task Completion Time

Broadly, schedulers can be categorized as centralized and dis-
tributed. Centralized schedulers [29, 41, 64, 72, 74] have the
entire cluster’s information available during scheduling and
can make globally-informed high quality task placements.
Distributed schedulers [46, 59] are scalable and cope well
with high input request rates, but they lack a global cluster
view for placing tasks well. We use the Kubernetes and Spar-
row schedulers as baselines to examine how they perform
with regard to 𝑇𝑆𝑇 and 𝑇𝐶𝑇 in a highly loaded cluster. For
each of these schedulers we examine the characteristics of
tail task completion times (tail 𝑇𝐶𝑇 s). We evaluate Kuber-
netes using a cluster hosted on CloudLab [25], and Sparrow
using Eagle’s simulator [19].

2.2 Workload Description
The Murmuration scheduler is designed for modern indus-
try workloads that typically have more than one task per
job [8, 69, 74]. In this work, we use two different industry
workloads - Yahoo traces [13] which is our primary workload
and Cloudera traces [12], our secondary workload (§6). Both
workloads describe the characteristics of data-parallel jobs
in large datacenters [12, 13]. They describe incoming jobs
in terms of their arrival times, fanout, estimated job (task)
running time, and the actual running times of the tasks. We
summarize the characteristics of these jobs in Table 2. Both
Kubernetes and Sparrow are evaluated in this section using
the Yahoo workload.

Table 2: Workload characteristics.

Workload Fanout Job Inter-arrival(s) Task Duration(s)
50𝑡ℎ 99𝑡ℎ 50𝑡ℎ 99𝑡ℎ 50𝑡ℎ 99𝑡ℎ

Yahoo 15 636 8 8 16 2410
Cloudera 126 3650 12 13 48 2515

2.3 Centralized Scheduling
We use Kubernetes as a reference centralized scheduler and
its design does not support worker-side queues. Figure 1
shows the lifecycle of a task as scheduled by the default
Kubernetes scheduler. First, tasks of new jobs are put into
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the scheduler’s ready queue where all tasks that are ready
to be scheduled wait (𝑤2𝑠). The scheduler de-queues tasks
based on the earliest creation timestamp and for each task
it aims to find a node that fulfills the task’s resource and
affinity requirements.
Kubernetes maintains a cache with a list of nodes avail-

able in the cluster. When scheduling a task the scheduler
filters these nodes to find feasible nodes that have enough
free resources currently to meet the task’s request. When
such feasible nodes are found, it assigns a score to each of
them based on configured scoring rules such as availability
of the task’s image and utilization of resources at the node.
It assigns the task to the node with the highest score. When
multiple nodes have the same score, it chooses one among
them at random. The above operations constitute the sched-
uling of the task (𝑠). The scheduler then sends the task to
the node, where the task is ready to run as soon as it arrives
since resources will be available (i.e.𝑤2𝑥 is negligible). The
task’s code and image are downloaded and it is executed at
the node (𝑥 ).
There may be cases when no feasible node is found for

a task when the cluster is busy and resources requested by
the task are not immediately available. In such cases, the
scheduler keeps the task in a retry queue where it waits
for some time (𝑤2𝑠) before being re-admitted into the ready
queue for scheduling (𝑠). This retry mechanism prevents
head-of-line blocking by giving smaller tasks the opportunity
to be scheduled with currently available resources.
However, scheduling retries become the common case

in highly utilized clusters as tasks go through multiple it-
erations of queuing and scheduling attempts before being
successfully scheduled (𝑇𝑆𝑇 ). For purposes of evaluation, we
quantitatively define a highly utilized Kubernetes cluster as
one which is actively executing the maximum number of
pods it can support. This is derived from the fact that Ku-
bernetes restricts the maximum number of simultaneously
active pods on a node to 110, irrespective of its compute
cores [48].
Once a Kubernetes cluster is highly utilized, it is chal-

lenging for the scheduler to find placement for tasks in the
ready queue. Tasks fail to get scheduled and get moved to
the retry queue, increasing their 𝑇𝑆𝑇 . The more utilized the
cluster, the larger the tail𝑇𝑆𝑇 . Eventually, as the cluster load
reduces, pending tasks get allocated and the waiting time
𝑤2𝑠 for newly arriving tasks reduces.

2.3.1 Testbed Setup. Our Kubernetes cluster is hosted on
a CloudLab setup that comprises 50 nodes. The setup is a
heterogeneous mix of bare metal machines with 8 cores and
64GB RAM (m510), 16 cores and 128GB RAM (c6525-25g)
and 32 cores and 128GB RAM (d6515). All machines run
Ubuntu 20.04 and Kubernetes 1.23.6. Unless specified, the

cluster has a single master node running all control plane
services. We run 5, 000 — 10, 000 jobs starting from a ran-
domly selected job in the Yahoo workload trace. The total
number of pods offered over the course of each experiment
is approximately 150, 000. An additional management node
runs the job creation script and records the 𝐽𝐶𝑇 upon a job’s
completion. Unless stated otherwise, we run 10 schedulers
across nodes. Pods are created as specified in the trace, and
each pod is given a default CPU limit of 0.1 cores. These
pods run the sha1sum application on /dev/zero device for the
duration of the task’s actual running time as specified in the
trace. Each run takes approximately 20 hours to complete.

Arrival Rates. We study the effects of various arrival char-
acteristics on a Kubernetes cluster. Figure 2 shows the four
different arrival patterns of unscheduled pods that we use in
our evaluation. Each pattern shows the cumulative number
of new unscheduled pods added into scheduler’s queue every
second, throughout the duration of our experiments.

All four arrival distributions have a median value of 8 - 10
pods (tasks) per second (tps), though their actual arrival rates
vary. These arrival patterns vary drastically in their bursti-
ness, defined as the variance in arrival rates with respect to
the median [15], as is seen in the tail of these distributions. In
𝐴 and 𝐵, the peak arrival rates are 28 and 40tps respectively,
while in 𝐶 and 𝐷 they are 195 and 373tps. Hence, 𝐴 and 𝐵

are relatively steady as compared to the more bursty arrival
rates of 𝐶 and 𝐷 . We use these rates to achieve different
cluster utilization states in our evaluation. For purposes of
motivation, we use pattern 𝐴 which has a small burstiness
and a median arrival rate of 8tps on our 50 node cluster.

0 100 200 300 400
Unscheduled pods / second

0.0

0.5

1.0

A B C D

Figure 2: Arrival rates of unscheduled pods.

2.3.2 Evaluation. Figure 3 shows the cumulative distribu-
tion of 𝑥 (blue line), average of 𝑇𝑆𝑇 and 𝑇𝐶𝑇 for all tasks of
a job taken over all jobs (green lines), and similarly, tail 𝑇𝑆𝑇
and 𝑇𝐶𝑇 of jobs (red lines) once the cluster reaches steady-
state. Note that the figure discounts the time before the clus-
ter reaches steady-state. We see that the average completion
time 𝑇𝐶𝑇 per job almost equals the average scheduling time
𝑇𝑆𝑇 (green lines overlapping) which indicates that the major-
ity of time a task spends in its lifecycle is on scheduling. The
average 𝑇𝐶𝑇 can be significantly higher than the average
execution time 𝑥 . The tail𝑇𝐶𝑇 shows the dramatic effect that
multiple scheduling cycles have on 𝑇𝐶𝑇 . As in the case of
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Figure 3: Analysis of 𝐽𝐶𝑇 in Kubernetes using arrival
rate 𝐴. Averages are mean taken over all tasks per job.

the average 𝑇𝐶𝑇 , the tail 𝑇𝐶𝑇 is dominated by the tail 𝑇𝑆𝑇
(red lines overlapping) indicating that tail tasks also spend
most of their time in scheduling. However, large numbers
of scheduling retries for tail tasks increases the scheduling
time variance between tasks belonging to a job. The result is
that the tail 𝑇𝐶𝑇 is much higher than the average, leading
to longer 𝐽𝐶𝑇 .
Even when we reduce or eliminate the time that a task

spends in the retry queue, we still observe long tail 𝑇𝑆𝑇 s.
We made changes to the default codebase to implement two
other versions of Kubernetes. The first is with a reduced retry
queue wait time from the default 30sec to 1sec. The second is
with no retry queue, where tasks are queued directly in the
ready queue when scheduling fails due to resource unavail-
ability. In both these cases, we still observe long tail 𝑇𝑆𝑇 ,
as seen in Figure 3. This is because while the earlier tasks
wait in the retry queue (or at the end of the ready queue),
scheduler may attempt to schedule later tasks right when a
resource is freed, causing long 𝑇𝐶𝑇 for earlier tasks.

For this evaluation, we now compare the effect of hetero-
geneity in our cluster, which is known to cause straggler
tasks, load imbalances and increased variance in completion
times [1, 2, 4, 78], with scheduling times. We analyze the
spread of completion times of tasks belonging to the same job
across all jobs of the experiment above. Figure 4 shows the
standard deviation in timestamps of tasks belonging to a job
at four different events as identified in Figure 1; when tasks:
a) are added to the Kubernetes’ scheduler queue (top); b) are
scheduled (second from top); c) start their execution (second
from bottom); and d) finish their execution (bottom).

The figure shows that tasks of a job are added to the sched-
uler’s queue in a synchronized manner with a mean standard
deviation of 1sec (figure on top). Once tasks are scheduled,
this value increases to 1.25h (three bottom figures) and tasks
belonging to a job are no longer in close temporal proximity.
The increased spread in time of tasks of the same job intro-
duced after scheduling remains almost unchanged as tasks
progress to execution and completion. This shows that the

0

1

Added to scheduler's queue

0

1

Scheduled

0

1

Execution started

0 3500 7000 10500 140000

1

Execution ended

Standard Deviation (seconds)

Jo
bs

Figure 4: Variance in the completion of stages of life-
cycle across tasks of jobs.

primary reason for long tail task completion times in highly
utilized clusters is scheduling, and that under such cases, the
effects of heterogeneity are much smaller.

We conclude by taking note of the fact that a host of sched-
ulers implement policies like fairness that limit multiplexing
of tasks [8, 24, 29]. By design, these schedulers leave some
tasks behind, experiencing high tail 𝑇𝐶𝑇 similar to our ob-
servation here. These results suggest that to reduce the 𝐽𝐶𝑇
the goal should be to reduce the tail task completion time (tail
𝑇𝐶𝑇 ) by reducing the dominant tail task scheduling time (tail
𝑇𝑆𝑇 ) component of centralized schedulers.

We end this section by noting that the three 𝐽𝐶𝑇 lines in
Figure 3 are moved further to the right from the tail 𝑇𝐶𝑇
lines, although using Equation 1 we would expect them to be
equal or very close. This is because in Kubernetes additional
implementation-specific delays occur before jobs arrive at
the scheduler’s queue, primarily caused by rate-limiting in
Kubernetes’ control plane. The 𝐽𝐶𝑇 values are obtained using
Kubernetes’ API and are shifted right owing to these delays.
We treat Kubernetes as a black-box and the delay occurring
before jobs arrive at a scheduler are not the focus of this
paper. Our implementation (§5) makes changes only at the
scheduling stage, so our comparison against Kubernetes is
fair as both systems (default Kubernetes andMurmuration on
Kubernetes) experience the same delays before scheduling.
We also present an extensive evaluation using simulations
which does not suffer from such delays. To summarize, the
focus of this paper is on job timings at and after scheduling
and not before.
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2.4 Distributed Scheduling
Next, we examine how distributed scheduling with worker-
side queues affects 𝐽𝐶𝑇 . Distributed schedulers achieve scal-
able scheduling by running multiple instances of schedulers
that take independent [46, 59] or coordinated [8, 63] deci-
sions for placement. Due to their inherent scalability, they
do not impose limits on the cluster sizes that they support
as opposed to centralized approaches; e.g., Kubernetes limits
the cluster size to 5, 000 nodes [49]. Distributed schedulers
place tasks on worker-side queues even when nodes do not
have free resources at the time of placement.
Figure 1 shows the task lifecycle for Sparrow [59], our

reference distributed scheduler. Sparrow employs multiple
scheduler instances each with its own scheduling queue
(𝑤2𝑠). To find a placement, Sparrow probes a limited number
of cluster nodes and places a batch of tasks of a job on the
least loaded among the probed nodes. Each task is considered
for scheduling exactly once (𝑠) and so the 𝑇𝑆𝑇 component
is smaller as compared to Kubernetes due to lack of retries.
Sparrow queues redundant probes on multiple nodes and
only considers the probes that execute the earliest, while
canceling the rest.

2.4.1 Simulator Setup. We use Eagle’s simulator [20] to
evaluate the performance of Sparrow (we describe the simu-
lator in more detail in §6.2). Sparrow is implemented with
batch scheduling and late binding where a job’s probes are
queued on all nodes contacted. We simulate a large-scale
cluster with 10, 000 nodes and an incoming request rate of
2, 000tps. Sparrow’s evaluation uses different arrival rates
and patterns as compared to the evaluation of Kubernetes
above. This is because Kubernetes rate-limits input API re-
quests, leading to smaller rate of unscheduled tasks at the
scheduler. However, no such limits apply to the simulator.

2.4.2 Evaluation. Figure 5 shows the performance of Spar-
row using simulations [20]. The tail 𝑇𝐶𝑇 (solid red line)
closely follows the average 𝑇𝐶𝑇 (dashed green line) as there
are no repeated scheduling attempts. This is a desired feature,
and one that Kubernetes lacks. However,𝑤2𝑥 is significantly
large (solid pink line) and dominates the average 𝑇𝐶𝑇 . This
is because the placement quality in Sparrow is degraded un-
der high load conditions where the probability of finding a
lightly loaded node is small [20, 22], leading to longer worker-
side queues and longer 𝑇𝐶𝑇 . This is shown by the curves of
both the average and tail 𝑇𝐶𝑇 that have large completion
times. The task which encounters the largest𝑤2𝑥 among all
tasks of a job likely becomes the tail task, since 𝑤2𝑠 and 𝑠
are both small in Sparrow. So, though the tail 𝑇𝐶𝑇 is close
to the average 𝑇𝐶𝑇 , they are both visibly large, leading to a
large average 𝐽𝐶𝑇 .

0 10000 20000 30000 40000
Duration (seconds)

0.00

0.25

0.50

0.75

1.00

CD
F Average x

Average w2x
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Tail TCT
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Figure 5: Analysis of 𝐽𝐶𝑇 in Sparrow.

To summarize, schedulers like Sparrow show a desirable
characteristic of near-constant scheduling time for all tasks.
This leads to the average and tail 𝑇𝐶𝑇 values being close to
each other, unlike in centralized schedulers. However, sched-
uling itself samples a few nodes and places tasks on lightly
loaded of probed nodes. Under high load, this increases the
overall 𝑇𝐶𝑇 as compared to centralized schedulers. These
results suggest that in distributed schedulers, the average wait-
ing time to execute (average𝑤2𝑥) is the dominant component
of the average task completion time (average 𝑇𝐶𝑇 ). There-
fore, by reducing the average𝑤2𝑥 , the average 𝑇𝐶𝑇 , and the
average 𝐽𝐶𝑇 , can be reduced.

3 DESIGN GOALS
Our overarching goal is to design a scalable scheduler to re-
duce the average job completion time (𝐽𝐶𝑇 ) in highly utilized
clusters where free resources are scarce. When reducing 𝐽𝐶𝑇
we focus on reducing tail task completion time (𝑇𝐶𝑇 ). To
this end, we aim to reduce the variance in the 𝑇𝐶𝑇 among
tasks belonging to a job. Keeping the variance in 𝑇𝐶𝑇 small
is challenging as tail latency can easily grow in large-scale
systems [17]. Our exploratory results earlier suggest that in
centralized scheduling 𝑇𝑆𝑇 can be highly variable (like in
Kubernetes), while in distributed scheduling𝑤2𝑥 can be very
high (like in Sparrow). Therefore, among the four different
timings (§2.1) that contribute to 𝑇𝐶𝑇 , we focus on reducing
the variance in the total time tasks of a job spend in being
scheduled and waiting to execute, i.e., 𝑇𝑆𝑇 +𝑤2𝑥 .

Our work aims to reduce the variance of𝑇𝑆𝑇 +𝑤2𝑥 for all
tasks of a job, and ultimately to reduce the tail 𝑇𝐶𝑇 . We aim
to achieve this by ensuring that all tasks of a job (i) spend
comparable times at the scheduler (reducing the variance
in 𝑇𝑆𝑇 ); and (ii) are placed on nodes where they can start
executing around the same time (reducing the variance in
𝑤2𝑥 ). Our work does not consider how𝑇𝐶𝑇 could be further
reduced by having a smaller execution time 𝑥 (by using faster
hardware, for example), which is orthogonal to our work.
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Our design goals are threefold:
G1 Low Average Scheduling Time: we aim to keep the
scheduling time small by reducing the variance in task sched-
uling time 𝑇𝑆𝑇 among tasks of the same job, similar to dis-
tributed schedulers.
G2 Low Variance in Total Wait Times: we aim to ensure
that the spread of the time spent by tasks of the same job
when waiting to be scheduled and to execute, that is (𝑇𝑆𝑇 +
𝑤2𝑥 ), is small. In this work, we do not focus on the variance
in execution time 𝑥 between tasks of a job.
G3 Scalable Scheduling:we aim to make the new scheduler
scalable with respect to the rates of incoming jobs and to the
number of nodes in the cluster.
Our overarching goal is to reduce the average job com-

pletion times in highly utilized clusters (G0), achieved as a
combination of goals G1 and G2. To achieve our goals we
aim to place tasks belonging to the same job fast and with a
small variance in their scheduling time, achieving goal G1.
Tasks are placed on nodes such that they start executing
near-simultaneously and as soon as possible, reducing the
average tail 𝑇𝐶𝑇 and average 𝐽𝐶𝑇 and achieving goal G2.

Note that goalG0 aims to reduce the average 𝐽𝐶𝑇 by reduc-
ing the variance in (𝑇𝑆𝑇 +𝑤2𝑥) among tasks of a job, reducing
its tail 𝑇𝐶𝑇 . As the tail 𝑇𝐶𝑇 is reduced for most jobs, the
average 𝐽𝐶𝑇 is improved. We do not aim to reduce the tail
of the distribution of 𝐽𝐶𝑇 itself, though that may happen as
a result of smaller tail 𝑇𝐶𝑇 .
Since we consider our work in the context of bursty traf-

fic, we would like to ensure scheduling can scale to spikes
in incoming requests (goal G3). We aim to achieve this by
deploying multiple scheduler instances capable of handling
varying input request rates. In the next section, we design a
scheduler that targets these goals and effectively schedules
tasks in busy clusters.

4 MURMURATION
We propose Murmuration, a scalable decentralized scheduler
designed to reduce tail 𝑇𝐶𝑇 and average 𝐽𝐶𝑇 in highly uti-
lized datacenters by reducing the variance in the total wait
time between tasks of a job. To achieve this, Murmuration (i)
schedules tasks in exactly one scheduling attempt and (ii)
places tasks of the same job on nodes with the smallest ex-
pected waiting time at the time of scheduling. This approach
ensures that all tasks of a job are scheduled quickly and begin
execution in close temporal proximity.

Our work combines the strengths of both centralized and
distributed scheduler designs. Murmuration employs a dis-
tributed approach where multiple schedulers place tasks in
parallel to handle bursty arrivals. Incoming job requests are
load-balanced across schedulers. All tasks of a job are han-
dled by the same scheduler and each scheduler has its own
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Figure 6: Murmuration’s components. Nodes (white
blocks) host a node manager and optionally, one or
more schedulers.

queue. This leads to shorter scheduler queue lengths as com-
pared to that of a single centralized queue, while ensuring
scheduling scales to handle bursts of incoming requests.
Murmuration also employs a scheduling approach simi-

lar to centralized where all schedulers share near up-to-date
information on the estimated waiting times at nodes which
is used for making scheduling decisions. In Murmuration,
schedulers communicate placement information with each
other and build their own local view of waiting times across
nodes. This communication between schedulers makes Mur-
muration a decentralized scheduler rather than a distributed
scheduler (§1), ensuring good task placements comparable
with that of centralized scheduling (§6).

We consider a datacenter to be composed of thousands of
multi-processor machines [16, 27, 69, 74]. When a job arrives
for scheduling its arrival time, number of tasks and estimated
job running time are provided. Note that estimated job run-
ning time is a single value denoting the time that each of
its tasks are estimated to run for, though mis-estimations in
running times are tolerated (§6). Nodes can process multi-
ple tasks in parallel by allocating a share of their available
CPU resources among tasks. We consider CPU as the only
dominant resource in this work. However, Murmuration can
be extended to include estimated wait times for additional
resources like memory, disk and network [28, 32].



SoCC ’24, November 20–22, 2024, Redmond, WA, USA Smita Vijayakumar, Anil Madhavapeddy, and Evangelia Kalyvianaki

4.1 Design Overview
Figure 6 shows Murmuration’s main components and their
interactions on a cluster. A node executes tasks by running a
node manager (in orange). It optionally participates in sched-
uling by hosting one or more schedulers (in green) which
consume a configurable subset of its resources. Every sched-
uler has a queue for incoming jobs. When a job is submit-
ted it is assigned a scheduler and its tasks are enqueued in
the scheduler’s queue. Tasks are dequeued in the order of
job creation time, ensuring earliest jobs and their tasks are
scheduled first as soon as their required resources are avail-
able. This is equivalent to running the first-come-first-served
(FCFS) scheduling policy locally at every scheduler. The node
manager handles the execution of tasks assigned to a node.
It has a single designated worker-side queue for new tasks
scheduled on that node, and tasks are serviced in FCFS order.
Schedulers make placement decisions based on a near

up-to-date global view of task assignments on nodes. This
information is available locally at every scheduler in its re-
source cache, as shown in Figure 6, which contains a list of
all nodes and the expected wait times for CPU at each node.
The expected wait time (E𝑛) of a node 𝑛 is defined as the
time a newly scheduled task is expected to wait at 𝑛 before
it is selected for execution. E𝑛 provides the estimated value
for 𝑤2𝑥 at 𝑛, and is the sum of the estimated job running
time (𝑥) of all tasks 𝑡 currently queued or executing at 𝑛.
So, E𝑛 =

∑
𝑡 𝑥𝑡 . When scheduling a task, the node with the

smallest expected wait time is chosen for placement and ties
are broken at random. The figure shows a job with two tasks
arrives at a scheduler and its tasks are scheduled at two of
the least-loaded nodes in the scheduler’s cache. Though this
design does not consider the distribution of execution times
across the workload, we do so later when describing queue
re-ordering techniques (§ 4.2).

To populate values in resource caches, schedulers send and
process resource update messages using peer-to-peer gossip
which enable schedulers to have near-current information
on cluster resources. An update message is sent when ei-
ther a scheduler schedules a new task or a task completes
execution on a node. Update messages contain the identity
of the node and the estimated running time of the newly
placed or completed task. These messages are used to update
the estimated wait times of the corresponding nodes in the
caches of schedulers. Update messages are processed in the
background when schedulers are not actively scheduling a
task and therefore, are not in the critical path of the schedul-
ing flow. Note that Murmuration assumes reliable delivery
of update messages, even if out-of-order.

Algorithm 1 provides details of Murmuration’s scheduling
running at each scheduler. As long as a scheduler 𝑠 has tasks

Algorithm 1:Murmuration Scheduling
1 N := set of all nodes
2 S := set of all schedulers
3 𝑠𝑞 := queue at scheduler 𝑠 ∈ S
4 𝑡𝑐𝑝𝑢 , 𝑡𝑚𝑒𝑚 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒 := 𝑡 ’s CPU, memory, estimated

runtime

5 /* task scheduling at each 𝑠 ∈ S */

6 while (tasks in 𝑠𝑞) do
7 𝑡 = task from the earliest job in 𝑠𝑞

8 𝑡𝑁 = nodes in cache with resources ≥ 𝑡𝑐𝑝𝑢 , 𝑡𝑚𝑒𝑚

9 𝑡𝑑𝑠𝑡 = random (nodes with smallest E𝑛 in 𝑡𝑁 )
10 send 𝑡 to 𝑡𝑑𝑠𝑡
11 UpdateLocCache(𝑡𝑑𝑠𝑡 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒 )
12 /* Asynchronously send update message */

13 UpdateRemCache[𝑡𝑑𝑠𝑡 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒] to (S \ 𝑠)
14 /* Asynchronously process new message */

15 forall (𝑠 ∈ S) do
16 when new UpdateRemCache[𝑡𝑑𝑠𝑡 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒]
17 UpdateLocCache(𝑡𝑑𝑠𝑡 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒 )
18 /* task finishing at node 𝑛 ∈ N */

19 forall (𝑛 ∈ N) do
20 when task 𝑡 finishes at node 𝑛
21 UpdateRemCache[𝑡𝑑𝑠𝑡 , 𝑡𝑒𝑠𝑡𝑇𝑖𝑚𝑒] to (S)

22 procedure UpdateLocCache (𝑛𝑜𝑑𝑒 , 𝑥)
23 if (task placement at 𝑛𝑜𝑑𝑒) then
24 E𝑛𝑜𝑑𝑒 = E𝑛𝑜𝑑𝑒 + 𝑥

25 else if (task finished at 𝑛𝑜𝑑𝑒) then
26 E𝑛𝑜𝑑𝑒 = E𝑛𝑜𝑑𝑒 - 𝑥

in its queue, it picks task 𝑡 with the earliest creation times-
tamp to schedule (line 7). It selects all nodes from its cache
that can satisfy 𝑡 ’s CPU and memory requirements (line 8).
The node 𝑡𝑑𝑠𝑡 with the smallest estimated wait time is found
(line 9), breaking ties at random. 𝑡 is sent to this node for
execution (line 10). Node managers queue newly scheduled
tasks when they receive them. As soon as enough resources
become available on the node, the first task in the queue is
de-queued for execution.
The next steps refer to updating the resource caches of

schedulers given the placement of a new task 𝑡 at the selected
𝑡𝑑𝑠𝑡 . First, 𝑡𝑑𝑠𝑡 ’s estimated wait time E is incremented in
the local scheduler 𝑠’s cache by the estimated running time
of the job (𝑈𝑝𝑑𝑎𝑡𝑒𝐿𝑜𝑐𝐶𝑎𝑐ℎ𝑒 (), line 11). 𝑠 sends a resource
update message to all other remote schedulers about the
placement of 𝑡 at 𝑡𝑑𝑠𝑡 (𝑈𝑝𝑑𝑎𝑡𝑒𝑅𝑒𝑚𝐶𝑎𝑐ℎ𝑒 (), line 13). When a
scheduler receives such a message it updates the wait time
of the designated node 𝑡𝑑𝑠𝑡 in its local resource cache (lines
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16 - 17). Finally, when a task finishes executing, an update
message is sent by the node manager to all remote schedulers
to decrement the estimated waiting time of the task’s node
in their respective local caches (lines 20 - 21).

Figure 7 shows an example flow between two schedulers
(𝑠1 and 𝑠2) hosted on two nodes (𝑛1 and 𝑛2). A single in-
coming job of two tasks (𝑡1 and 𝑡2) and an estimated job
running time of 3sec is submitted to the cluster and assigned
to 𝑠1 1 . For scheduling 𝑡1, 𝑠1 selects 𝑛1 which has the least
estimated wait time in its cache and sends 𝑡1 to 𝑛1 2 (we
assume that 𝑛1 and 𝑛2 have the resources to run 𝑡1 and 𝑡2).
Once received, 𝑛1 queues 𝑡1 in its worker-side queue and
processes 𝑡1 immediately since no other tasks are currently
running on this node. In 3 , 𝑠1 increments the estimated
wait time of 𝑛1 by 3sec in its local cache and notifies 𝑠2 of
𝑡1’s placement on 𝑛1. When 𝑠2 receives the update message
it increments the value of 𝑛1’s estimated wait time by 3sec
in its local cache. Similarly, 4 and 5 show the scheduling
and placement of 𝑡2 on 𝑛2 and the notification of the place-
ment to 𝑠2 respectively. Finally, in 6 and 7 𝑡1 and 𝑡2’s
completion notifications are sent respectively by 𝑛1 and 𝑛2
to both schedulers 𝑠1 and 𝑠2. 𝑠1 and 𝑠2 reduce the estimated
wait times for the nodes in their respective caches by 3sec.

Size of resource update message. A resource update
message contains a node identifier and the estimated run-
time of the newly placed or completed task. Assuming that
the node identifier is a 4B integer and the estimated run-
time is a 4B floating point number, a task generates 8B × 2
= 16B of network overhead for placement and completion
notifications. Our workload (§6) has a median fanout of 15
tasks per job, so the median total bytes exchanged per pair
of schedulers per job is 240B. Our typical deployments have
10 schedulers, so the network overhead per job is 2.4KB.

Number of Update Messages. The number of update
messages exchanged is proportional to the fanout of the
workload processed (𝑓 ) and the number of schedulers de-
ployed in the cluster (𝑆). Schedulers send placement informa-
tion to all schedulers except themselves, while nodes send
task completion notifications to all schedulers. The average
number of messages exchanged per job is 𝑓 × (2 × 𝑆 − 1).
Since our workload has a median fanout of 𝑓 = 15 tasks per
job (§2.2) and our typical deployment has 𝑆 = 10 (§6), an
average of 285 messages are generated per job.
Batched Resource Updates. Murmuration generates a

large number of messages when scheduling jobs with high
fanout. This creates a large backlog of messages to be asyn-
chronously processed by schedulers. Therefore, we modify
Murmuration’s design to generate a single resource update
message for placing a job instead of as many as its tasks,
leading to fewer messages exchanged between schedulers.
This message contains the adjusted wait times of all nodes
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Figure 7: Murmuration example scheduling.

that tasks are placed on. Typically, the adjustment to a node’s
value is the estimated job running time, but can be larger if
multiple tasks are placed on it. This caps the size of update
message to the number of cluster nodes. The number of mes-
sages that are generated per job is 𝑆 − 1 for placement and 𝑆
× 𝑓 for completion notifications, for a total of (1 + 𝑓 ) × 𝑆 − 1.
This brings it down from 285 messages in the non-batched
version to 159 when using batching.

Batching update messages incurs additional delays as the
message is sent after all tasks of a job are scheduled. In Mur-
muration the scheduling time is small owing to the simplicity
of its design. Therefore, batching messages does not add sig-
nificant delay in relaying information to other schedulers.
We implement Murmuration’s prototype without batched
messages (§5), and our simulator with batching (§6.2).

4.2 Discussion
Placement Conflicts and Resource Cache Staleness.
Placement conflicts occur when two or more schedulers se-
lect the same node simultaneously from their local resource
caches as the one with the smallest estimated wait time to
schedule their tasks. Murmuration employs a relaxed ap-
proach towards placement conflicts that arise due to reasons
like network and processing delays; once tasks are scheduled
they are always sent to the selected node without resolv-
ing any potential conflicts. Tasks are placed in worker-side
queues for execution in the order they arrive. Eventually,
despite thousands of nodes and high fanout jobs, Murmura-
tion’s resource caches have a near up-to-date view of wait
times although the actual order in node queues may vary
from the one assumed by the schedulers. Murmuration is
designed to reduce𝑤2𝑥 across jobs by balancing out the total
estimated wait time at each node.
Figure 8 shows an example where both 𝑠1 and 𝑠2 select

𝑤 (with estimated wait time of 10𝑠 in both schedulers) to
place their tasks 𝑡𝑥 (estimated running time of 3𝑠) and 𝑡𝑦
(estimated running time of 4𝑠) respectively. Initially, each
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Figure 8: Example placement conflict of two tasks 𝑡𝑥
and 𝑡𝑦 both placed on node𝑤 by schedulers 𝑠1 and 𝑠2.

scheduler updates its own local cache assuming that its task
is appended to the end of𝑤 ’s queue, and temporarily have
different wait times for𝑤 . However, after the two schedulers
exchange UpdateRemCache messages they both are updated
with the true wait time of𝑤 despite conflicting placement.
Note that the arrival order of the two tasks at𝑤 is random.
Message Update Delays. The above example also demon-
strates the lag in schedulers’ cache updates because of inher-
ent delays in network propagation andmessage processing at
sending and receiving schedulers. In such cases, schedulers
may select nodes which might not have the true smallest
estimated wait time. The degree to which the caches are
out-of-sync depends on job inter-arrival time and update
message delays, and we evaluate these effects later (§6.2.3).
Fault Tolerance. In Murmuration, schedulers maintain two
states, namely, schedulers’ queues containing unscheduled
tasks, and resource caches that store expected wait times
at nodes. When schedulers crash or restart they lose both
states. Upon scheduler failures, Murmuration’s underlying
scheduling framework re-creates affected tasks, if required,
and assigns them to active schedulers [75].
A newly (re-)started Murmuration scheduler initializes

its resource cache with an approximate state. For this, it
requests the cache from two randomly chosen schedulers.
When such a request is received, a scheduler only responds if
its resource cache is already initialized. The requesting sched-
uler initializes its cache with the first response it receives
from a scheduler. If no such response is received within a
configured timeout period, it requests two other schedulers
and so on, till it receives a response or exhausts all sched-
ulers in its list. In the latter case, the scheduler proceeds with
an empty cache, similar to the case when the cluster is first
initialized. Our evaluation shows that Murmuration is able
to schedule tasks well using such approximate states (§6.2.4).

Queue Re-ordering Techniques. In Murmuration, sched-
ulers schedule tasks of jobs, and node managers dequeue
tasks for execution, using FCFS to process their queues (§4).
We choose FCFS owing to its simplicity (§5). However, in
strict FCFS, long tasks executing before shorter ones cause
head-of-line (HoL) blocking, leading to increased wait times
for tasks queued behind them [17, 63, 79]. Murmuration’s
performance can be improved using job and task-related
information available to both schedulers and node managers
to make better decisions on processing their queues. We
aim to use queue re-ordering to further improve the average
𝐽𝐶𝑇 by increasing the throughput of completed jobs in the
system (goal G0). Although we do not explicitly evaluate
Murmuration with starvation avoidance techniques, they
can be easily plugged in [63].

To increase the throughput of jobs, we aim to schedule the
"smallest" of jobs at the scheduler first. We use the Shortest
Job First (SJF) policy that selects the job with the smallest
cumulative estimated running time of its tasks. The intuition
is that more number of jobs will finish in a given time, im-
proving the average 𝐽𝐶𝑇 . Note that since jobs get distributed
among multiple schedulers, re-ordering jobs at a scheduler
provides only a partial ordering of jobs in the cluster.
At the node manager, we use the Shortest Task First

(STF) policy that selects the task with the shortest estimated
running time to execute first. This helps avoid the problem
of HoL blocking and leads to faster average task comple-
tion time. We use the notations Murmuration-FCFS to mean
FCFS at the scheduler and FCFS at the node manager, and
Murmuration-SRJF (Murmuration-Shortest Remaining Job
First) to mean SJF at the scheduler and STF at the node man-
ager. We evaluate the performance of Murmuration-FCFS
and Murmuration-SRJF with respect to other well-known
schedulers (§6.2.1).
Data Locality. Data locality is an important consideration
for schedulers [81]. As future work, data locality can be
integrated into Murmuration by incorporating it as a metric
along with estimated wait time (Algorithm 1, line 9) when
scoring nodes for task placement.

5 IMPLEMENTATION
We now describe the implementation of Murmuration on
Kubernetes’ stable release version 1.23. A Kubernetes cluster
consists of one or more machines (nodes) hosting application
containers and control plane services. The control plane
contains a set of core Kubernetes services responsible for
managing the cluster and executing jobs. These services
include etcd, kube-apiserver, kube-controller-manager and
kube-scheduler. The kubelet service runs on each node in
the cluster and acts as a node agent. The smallest deployable
unit is a pod; a logical object representing a collection of one
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or more containers. In our implementation, we have a one-to-
one mapping between a task and a pod, used interchangeably
hereafter.
etcd [26] is the centralized datastore that stores user and

cluster data. kube-controller-manager provides various con-
trollers, like the node-controller and the job-controller, that
monitor and react to changes in the states of objects, like
nodes and jobs, so that active jobs complete. kube-scheduler
schedules all newly created pods (§2.3). Finally, kubelet col-
lects the required data and images and starts containers for
pods assigned to the node.

5.1 Murmuration in Kubernetes
Murmuration is a decentralized scheduler where multiple
scheduler instances schedule pods in parallel. We implement
Murmuration in Kubernetes by using the underlying frame-
work wherever possible. In this section, we focus on the main
modifications in the kube-scheduler and kubelet services.
Kubernetes has a centralized scheduler although it sup-

ports the deployment of multiple instances. Each scheduler
instance has its own unique name. If an incoming pod spec-
ifies a scheduler’s name then it is sent to that scheduler. If
no scheduler is specified in a pod’s specification, then it is
scheduled by the default kube-scheduler. Murmuration’s de-
ployment uses multiple instances of the same kube-scheduler
binary, however, each of these instances is assigned a unique
name. A new job creation request (§2.3.1) specifies a sched-
uler name for its pods. When these pods are created, they
are sent to the specified scheduler.
Scheduling.Wemodify the existing cache of kube-scheduler
to store the estimated wait times of nodes. During a schedul-
ing cycle, the scheduler first finds feasible nodes that have the
required resources (Algorithm 1 line 8), sorts them according
to their estimated wait times, and schedules a pod on the
node with the smallest wait time (lines 9-10). Murmuration
scores all nodes unlike a subset of nodes that Kubernetes
uses. The modified kubelet service manages the multiplexing
of running tasks at nodes.
Resource update messages. kube-scheduler uses the bind
API call to commit the placement of a task on a node in etcd.
Murmuration additionally uses this API for schedulers to
communicate placement information with each other. Ev-
ery pod’s specification contains the estimated job running
time as an environment variable. When a scheduler com-
pletes a placement or receives a bind notification from other
schedulers, it extracts the pod’s estimated running time to
update the node’s wait time in its cache (Algorithm 1, lines
12 - 17). Similarly, schedulers update a node’s wait time in
their caches when they receive pod completion notification
from kubelet (Algorithm 1, lines 18 - 21).

Worker-side queues.We implement worker-side queues
in kubelet for queuing pods assigned to a node. All pods are
queued according to their creation timestamps. kubelet is
notified of available resources when a task finishes execution
and releases its resources. kubelet allocates these resources to
as many queued pods as possible, until the node’s resources
are fully occupied and no further pods can be accommodated.
Our current implementation supports unbounded queues,
although the length of the worker-side queue can be bound
depending on the CPU and memory resources available to
kubelet. All evaluations for Murmuration completed success-
fully without implementing bounds on worker-side queues
(§6.1).

Though we describe only the default implementation of
Murmuration, we made additional changes to support queue
re-ordering and fault tolerance. We implemented SJF re-
ordering in kube-scheduler, and STF in kubelet (§4.2). To
support fault tolerance we made changes to kube-controller-
manager. These changes include implementing a constantly
updated list of active cluster schedulers and nodes, detecting
scheduler failures and assigning other active schedulers to
jobs affected by these failures, and managing a job’s lifecycle
to handle node failures.

6 EVALUATION
Murmuration is designed to schedule jobs comprising many
parallel tasks, as found in modern workloads [69]. We evalu-
ate Murmuration’s performance using industry workloads
(§2.2) both as a prototype evaluation on CloudLab cluster
(§6.1) and as trace-driven simulations (§6.2). In particular,
we evaluate our design goals as follows:
G0: Low Job Completion Times: We run the workloads
for different job arrival rates (§2.2) and evaluate Murmura-
tion’s performance with respect to existing schedulers (§6.1
and §6.2). Our evaluation shows that Murmuration has a 25%
smaller median job completion time 𝐽𝐶𝑇 as compared to the
default Kubernetes’ scheduler for different request arrival
rates. Murmuration-SRJF re-ordering has a 𝐽𝐶𝑇 that is 100𝑋
better than that of Sparrow, Yaq-d and Eagle.
G1: Low Scheduling Times:We evaluate task scheduling
time 𝑇𝑆𝑇 , and compare the average and tail 𝑇𝑆𝑇 in Murmu-
ration against our evaluation of centralized and distributed
schedulers (§2). We show that Murmuration has a small𝑇𝑆𝑇
for all tasks, including tail tasks (§6.1).
G2: Low Total Waiting Times: We evaluate the total task
wait time (𝑇𝑆𝑇 +𝑤2𝑥 ) for Murmuration, and show that the
variance in this value is small among tasks of the same job as
compared to our evaluation of centralized schedulers (§6.1).
G3: Scalable Scheduling:We show thatMurmuration achieves
high throughput by scheduling millions of pods in minutes.
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Figure 9: Comparison of Murmuration against Kubernetes for Figure 3 for arrival 𝐴.
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Figure 10: 𝐽𝐶𝑇 comparison for different arrival rates.

Additionally, we evaluate the effect of a) inaccuracies in
estimating job running times (§6.2.2); and b) delays in pro-
cessing update messages due to network propagation and
asynchronous communication among the schedulers (§6.2.3).

6.1 Prototype Evaluation
We evaluate the performance of Murmuration under vary-
ing input request characteristics of steady-state arrivals 𝐴
and 𝐵, and bursty arrivals 𝐶 and 𝐷 (§2.3). In all prototype
evaluations, Murmuration incorporates baseline error of ±9%
on the median and ±100% on the 99𝑡ℎ percentile in estimated
running times with regard to actual task runtimes. Estimated
job runtime is the average of actual task durations of a job,
as specified in workload traces. Errors are the variance in the
average and actual task durations taken over the entire work-
load.Additional median error of±15% and 99𝑡ℎ percentile error
of ±50% are incorporated in running time estimates [8]. Mur-
muration’s prototype and deployment scripts are available
as open-source repositories [75, 77].

We evaluate our system’s goals (§3) and compare it against
Kubernetes. Figure 9 shows the comparison against three
different versions of kube-scheduler: (i) the default version of
kube-scheduler; (ii) a modified version where pods that fail
scheduling due to unavailable resources wait for a maximum
of 1sec in the retry queue before returning to the ready queue
(Kubernetes 1s retry); and, (iii) a third version where pods
are sent directly to the ready queue if they fail scheduling

due to resources unavailability (Kubernetes no retry) (§2.3.2).
This evaluation is the Murmuration equivalent of Figure 3,
run with steady arrival pattern 𝐴 (Figure 2).
Figure 9a shows how the different 𝐽𝐶𝑇 s compare once

the cluster reaches steady-state. Murmuration (pink line)
reduces the median 𝐽𝐶𝑇 by 20% — 25% as compared to the
different versions of kube-scheduler, and by 13% — 18% for
the 99𝑡ℎ percentile 𝐽𝐶𝑇 . This shows that Murmuration is able
to achieve goal G0 of low 𝐽𝐶𝑇 in highly utilized clusters.
Figure 9b shows the cumulative distribution of x (dotted

blue line), average and tail 𝑇𝑆𝑇 (dashed green lines), and av-
erage and tail𝑇𝐶𝑇 (orange and dashed red lines). We see that
the average and tail 𝑇𝑆𝑇 overlap and show a near-constant
value with a median of 5𝑚𝑠 , unlike Kubernetes where the tail
𝑇𝑆𝑇 is much larger than that of other tasks. This proves that
Murmuration achieves goal G1 of having a small scheduling
time. Note that both the average and tail𝑇𝐶𝑇 curves overlap
suggesting that all tasks belonging to a job, including tail
tasks, complete at nearly the same time.
Figure 9c compares the total wait times for tasks as com-

pared to the three versions of kube-scheduler. The wait times
in Murmuration are 3× smaller than in Kubernetes for both
the median and 99𝑡ℎ percentile, proving it achieves goal G2
of smaller total wait times (𝑇𝑆𝑇 +𝑤2𝑥 ).
Figure 10 shows the cumulative distribution of 𝐽𝐶𝑇 for

both Murmuration and Kubernetes for steady arrival 𝐵, and
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Figure 11: G3: Scheduling throughput in Murmuration.

bursty arrivals 𝐶 and 𝐷 . Murmuration (green line) has a bet-
ter performance as compared to Kubernetes with a 16 — 20%
smaller median 𝐽𝐶𝑇 in all three cases. Note that Murmura-
tion’s tail of 𝐽𝐶𝑇 distribution for 𝐴, 𝐵 and 𝐶 is smaller or
comparable to that of Kubernetes, while for 𝐷 it is longer
by 7%. As stated earlier (§3), Murmuration’s goal G0 is to
reduce the average 𝐽𝐶𝑇 and not the tail of its distribution.
To summarize, we evaluated Murmuration under condi-

tions of normal and high utilization with a median arrival
rate of 8 — 10 tasks per second on our 50 node cluster (§2.3).
We find that in all scenarios, Murmuration reduces the me-
dian 𝐽𝐶𝑇 by 16 — 25% as compared to default Kubernetes
scheduler.

Finally, we present Murmuration’s ability to scale to high
incoming workloads. We use a CloudLab cluster with 100
nodes and 10 schedulers. 500 jobs arrive following pattern
𝐶 sped up by 100𝑋 , for a total of 1.6 million pods. Figure
11 shows that schedulers achieve a peak scheduling of 3900
decisions per second, and are able to place all 1.6 million
pods in around 13 minutes. This shows that Murmuration
is able to handle extremely large and bursty input request
rates, achieving goal G3.

6.2 Evaluation using Simulation
We present the simulation of Murmuration using Eagle’s
simulator [20] which provides an implementation of Eagle
hybrid scheduler, and Sparrow and Yaq-d distributed sched-
ulers. In Yaq-d [63], schedulers build local cluster state using
heartbeat messages sent by nodes periodically. It incorpo-
rates various local queue management and task reordering
techniques at nodes with a goal to reduce fallow resources
when tasks complete.

Eagle [20] is a hybrid scheduler that partitions a cluster
to execute long and short jobs separately to avoid HoL. It
uses various techniques to improve 𝐽𝐶𝑇 such as executing
long jobs in order of their cumulative task executions times,
avoiding placing short tasks on nodes where long ones exe-
cute, executing multiple tasks of a job using a single probe,
and using SRPT for executing tasks at nodes.
We extend the simulator by adding support for Murmu-

ration (§5) in order to have a fair comparison against these

schedulers. We simulate small datacenters with 1, 000 nodes
and large ones up to 15, 000 nodes. We evaluate the systems
using both Yahoo and Cloudera traces (§2.2) with a total of
10, 000 jobs arriving at a rate of 2, 000 tasks per second. We
use a standard deployment of 10 schedulers, unless spec-
ified otherwise. The simulation assumes all machines are
switched on for the entire duration of the experiment. We
report the median 𝐽𝐶𝑇 and utilization for each datacenter
size. Utilization is computed as the ratio of the total time
nodes in the cluster are busy executing tasks to the total node
seconds elapsed in the cluster. The simulator extended with
support for Murmuration is available as open-source [76].
For Yaq-d, nodes periodically advertise their estimated

waiting times to the schedulers using heartbeats. Since we
speed up workload arrival by 1, 000 times, hence we have
used 8 millisecond as the heartbeat interval as compared
to the recommended value of 8 seconds [20], so that Yaq-d
accesses the current state of nodes. We note that this value is
too small for real-world deployments.We use all other recom-
mended parameter values for schedulers [19]. Note that the
original simulator implements 𝑆𝑅𝑃𝑇 for both Eagle and Yaq-
d, and additional job-level re-ordering in Eagle. Hence, we
simulate two version of Murmuration, Murmuration-FCFS
that has no re-ordering of jobs and tasks, and Murmuration-
SRJF that incorporates SJF and STF re-ordering policies (§4.2).

6.2.1 Murmuration’s Performance. Figures 12 and 13
show results using the Yahoo and the Cloudera traces re-
spectively. Labels atop every bar show the multiplier with
respect to Murmuration-SRJF’s 𝐽𝐶𝑇 . Utilization ranges from
near-saturation in clusters comprising 1, 000 nodes to lightly-
loaded in 15, 000 node clusters.
For both Yahoo and Cloudera workloads, Murmuration-

SRJF outperforms other schedulers across all datacenter sizes
with the median 𝐽𝐶𝑇 being two orders of magnitude smaller.
Sparrow performs better than expected in our simulations
since batch schedulingwith late binding samples a large num-
ber of nodes for each of these high fanout jobs. Recall that
Murmuration-FCFS uses no re-orderingwhile all other sched-
ulers use one or both job-level and task-level re-ordering,
leading to better performance. Therefore, we primarily com-
pare their performance with that of Murmuration-SRJF.
Yaq-d has a much larger median 𝐽𝐶𝑇 because its sched-

ulers rely on snapshots of node statuses taken every 8 mil-
liseconds, rather thanmaintaining up-to-date estimates them-
selves. For bursty arrivals, such snapshots quickly turn stale.
Eagle is a hybrid scheduler that partitions a cluster into two
sub-clusters for long and short jobs (§7). These sub-clusters
have periods of under- and over-utilization for heteroge-
neous workloads, leading to increased median 𝐽𝐶𝑇 .
Though Murmuration-SRJF performs the best, we note

that its utilization is low. This is because the last job in
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Figure 12: 50𝑡ℎ percentile 𝐽𝐶𝑇 comparison for the Yahoo trace. Numbers on bars represent 𝐽𝐶𝑇 relative to Murmu-
ration with SRJF. Dots indicate the cluster’s utilization in the corresponding system.
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Figure 13: 50𝑡ℎ percentile 𝐽𝐶𝑇 comparison for the Cloudera trace. Numbers on bars represent 𝐽𝐶𝑇 relative to
Murmuration-SRJF. Dots indicate the cluster’s utilization in the corresponding system.

Murmuration-SRJF takes longer to finish. Since we consider
all machines to be switched on till the end of the simulation,
some machines are idle towards the end, bringing down the
overall utilization. As noted earlier, the focus ofMurmuration
is to reduce the median and not the tail 𝐽𝐶𝑇 .

6.2.2 Mis-estimations in Running Times. As previously
mentioned, estimated job runtimes are provided as a part of
the workload traces. While both Kubernetes and Sparrow do
not depend on runtime estimations, Murmuration uses them
to calculate nodewait times and tomake placement decisions.
However, these estimates are not always accurate [8, 14, 21],
and analysis shows a median estimation error of 15% and a
99𝑡ℎ percentile error of 50% [8].

To study the effect of such inaccuracies on Murmuration
we artificially introduce mis-estimation in running times pro-
vided in the workload traces.We create twoworkloads where
all jobs are mis-estimated. In the first workload, if 𝑟 denotes
the running time of a job, we consider job running times to
be uniformly mis-estimated in the range [0.85∗r, 1.15 ∗ 𝑟 ).
In the second workload, all jobs are mis-estimated in the
range [0.5 ∗ 𝑟, 1.5 ∗ 𝑟 ). We consider these two workloads to
approximate the median and tail of mis-estimations observed
in the real-world.

Figure 14 shows the effect of mis-estimations on quality of
scheduling. For the first workload with jobs mis-estimated
uniformly in [0.85∗r, 1.15 ∗ 𝑟 ) (orange line), Murmuration
shows a 3% increase in 𝐽𝐶𝑇 over all percentiles. For the
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Figure 14: Impact of running time mis-estimations.

second workload (dashed blue line), the increase in 𝐽𝐶𝑇

is between 15 — 18%; however such large errors in mis-
estimations account for only 1% of mis-estimations observed.
Therefore, Murmuration’s performance does not degrade
too much under observed inaccuracies in job running times.
In Murmuration, the cumulative mis-estimation of job run-
ning times gets spread uniformly across different nodes. This
enables schedulers to select lightly-loaded nodes despite in-
accuracies in the actual node wait times.

6.2.3 Delayed Scheduler Updates. Schedulers experience
delays in processing update messages which are handled
asynchronously in the background. These messages are also
optionally batched and sent out periodically, or configured
to be sent upon a minimum number of updates. We study
the effect of such delays over large scheduler deployments.

In Figure 15, we vary the number of schedulers deployed
from 25% to 100% in a 5, 000 node cluster. We simulate de-
lays of 100 milliseconds to 100 seconds in update message
processing, typical of applications delays in background pro-
cessing [47]. Since the input arrival rate is 2, 000tps, these
delays translate to respectively 200 to 200, 000 messages in
transit per second. The figure shows the median 𝐽𝐶𝑇 relative
to the ideal case of no delay.
We see that the 𝐽𝐶𝑇 increases as the update delays in-

crease due to schedulers working on increasingly stale re-
source caches. For example, at 1 second delay, the 𝐽𝐶𝑇 is 1.08
times that at 100 milliseconds. At 10 second delay, the 𝐽𝐶𝑇
rise to 1.85 times. Further, we observe that 𝐽𝐶𝑇 increases
as the number of schedulers increases; when the number of
schedulers deployed is small, every scheduler handles more
number of jobs, and hence, their resource caches are more
up-to-date. As the number of deployed schedulers increases,
the arrival of jobs at each individual scheduler decreases,
resulting in greater discrepancies among scheduler caches.

6.2.4 Fault Tolerance. We evaluate the effect of restart-
ing a scheduler that is operational and actively processing
jobs. The aim is to assess the quality of resource caches that
new schedulers are initialized with. For this, we modify our
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Figure 16: Performance on addition of a new scheduler.

simulator to randomly select a scheduler from among 10
schedulers at the start of the evaluation, and delay its start
by 𝑡 = 10s. We chose this value because this is the time taken
by a scheduler to finish initializing in a Kubernetes cluster
running Murmuration’s prototype. Upon start, the scheduler
requests two randomly selected schedulers for their caches
(§4.2) which return a deepcopy of their caches.

All scheduler-to-scheduler communications incur a net-
work delay of 5milliseconds [19]. Scheduling time is given by
𝑡𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑡 𝑗𝑜𝑏 + 𝑡𝑡𝑎𝑠𝑘 × 𝑡𝑎𝑠𝑘𝑠_𝑝𝑒𝑟_ 𝑗𝑜𝑏, where 𝑡 𝑗𝑜𝑏 = 0.1 sec-
onds and 𝑡𝑡𝑎𝑠𝑘 = 5 milliseconds [64]. To simulate real-world
schedulers that delay background processing, responses sent
by schedulers incur an additional overhead uniformly dis-
tributed in (0, 3) seconds. The newly restarted scheduler
accepts the first cache response, and gets added to the list
of active schedulers and starts scheduling jobs. We simulate
only a single scheduler failure.
Evaluation. We run our simulation multiple times to iden-
tify how jobs fare when placed by a newly added scheduler
versus when handled by existing active schedulers. Figure 16
shows that the performance is very similar and that the
new scheduler shows a slight improvement in the tail of the
𝐽𝐶𝑇 . This is because the queue of the newly added scheduler
has smaller number of jobs waiting, leading to a relatively
smaller𝑤2𝑠 . When scheduled by already active schedulers,
these jobs wait longer behind already queued jobs which re-
flects in larger tail 𝐽𝐶𝑇 . This further proves the effectiveness
of Murmuration in reducing scheduler wait time𝑤2𝑠 .
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7 RELATEDWORK
Scheduling Designs. A large body of work exists on sched-
ulers, broadly centralized [29, 38, 41, 42, 68, 72, 74], dis-
tributed [8, 24, 46, 59] and hybrid [20, 22, 27, 44, 79, 83].
We compare Murmuration with Kubernetes, Yaq-d and Spar-
row as representative systems and show its effectiveness in
highly utilized clusters. Though Murmuration relies on job
estimates, it performs well even with inaccurate estimates.
Recently, there has been a surge in using machine learn-
ing techniques for scheduling [54, 58, 82]. Though promis-
ing, these techniques depend on the quality of training data
which need to be representative of the workloads. Murmu-
ration can be extended to include such learning techniques
in a decentralized context, similar to Pronto [31] that uses
an aggregate of local models to build a global view of the
cluster.
Overloaded Clusters. Bronson and Huang et al. [9, 40] refer
to “the state of a permanent overload with an ultra-low good-
put (throughput of useful work)”. They describe different
reasons beyond increased arrival rates that cause permanent
overloads, analyzing several cases from Google, AWS, Azure
and others. In our paper, we show that certain scheduling
designs also cause increased completion times. Murmuration
addresses this performance degradation, and could be used
in conjunction with other load limiting policies.
Estimated Job Runtime. Some schedulers use runtime es-
timates to perform scheduling decisions [8, 33, 60, 63, 71]
while others [21, 39] argue against using them. Yaq [63] and
Apollo [8] are closely related with Murmuration and also use
runtime estimates for scheduling. Yaq [63] implements both
a centralized (Yaq-c) and a distributed (Yaq-d) scheduler with
worker-side queues. It explores placement quality using var-
ious local and global queue management and job reordering
techniques, which is complementary to Murmuration.

Apollo [8] is a loosely coordinated framework with multi-
ple schedulers and a central resource monitor to aggregate
load information. It uses a wait-time matrix to schedule tasks
on nodes that have sizable task inputs, are located in the same
rack, or are lightly loaded. Apollo adopts a token-based exe-
cution of jobs that subjects it to long tail 𝑇𝐶𝑇 . In contrast,
Murmuration is decentralized and every scheduler instance
maintains its own resource view based on job estimates. It
focuses on improving the average tail 𝑇𝐶𝑇 in busy clusters.
Prior work propose backfill and its variants [34, 57, 70]

for batch workloads. These allow short jobs to utilize idle
resources out-of-turn by selecting appropriate batches of jobs
to occupy nodes. In Murmuration’s online scheduling, jobs
arrive at different times. Worker-side queues help prevent
idle resources by queuing tasks ready for execution as they
arrive. Queue re-ordering (§4.2) can be applied to achieve
better utilization, as in backfill scheduling.

Tail Latencies. Reducing tail latency has been studied exten-
sively. Plenz et al. [61] show queuing is one of the primary
reasons for increased tail latencies. Li et al. [51] show that
non-FIFO scheduling and multi-core operations with multi-
ple queues increase application tail latencies. They propose
multiple processors process a single common queue to help
reduce tail latency, as designed in Murmuration. Kernel and
cache level optimizations are further suggested for improv-
ing tail latencies [23, 45]. Others [35, 43] target small tail
latency for short interactive services and microsecond scale
applications. Reducing latency using straggler replication is
also well-studied [2, 4, 36, 78]. These approaches replicate
straggler tasks on machines for reducing the execution times
of tasks, and are orthogonal to our work.
Kubernetes. Senjab et al. [65] identify the need to evalu-
ate Kubernetes on large clusters and on dynamic workloads
across heterogeneous environments to identify scalability
bottlenecks. Further, Larsson et al. [50] find Kubernetes to
be unsuitable for edge computing scenarios, attributing its
single-point failure and lack of scale to its centralized sched-
uling. In this work, we show that the performance of Ku-
bernetes degrades under heavily-loaded conditions and that
Murmuration’s scheduling approach is better designed to
handle such challenging conditions. Senjab et al. also pro-
pose that scheduling should take into account application
characteristics, as is done in Murmuration.

8 CONCLUSION
Murmuration is a decentralized scheduler which is effective
in handling scheduling under conditions of both normal and
bursty arrivals in datacenters. Murmuration reduces the total
wait time tasks face when waiting to be scheduled in sched-
uler queues and in lengthy worker-side queues. It achieves
this by having scheduler instances communicate their place-
ment decisions to build their own nearly-updated view of
cluster resources. Our evaluations show that Murmuration
reduces the tail task completion times as well as the average
job completion times by 25%. Murmuration, its simulator
and deployment scripts are open-source [75–77].
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